N

N

Accuracy and Preferences for Legal Error
Murat C Mungan, Marie Obidzinski, Yves Oytana

» To cite this version:

Murat C Mungan, Marie Obidzinski, Yves Oytana. Accuracy and Preferences for Legal Error: CRED
Working Paper n°2023-07. 2023. hal-04320337

HAL Id: hal-04320337
https://univ-pantheon-assas.hal.science/hal-04320337

Preprint submitted on 4 Dec 2023

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - ShareAlike 4.0 International
License


https://univ-pantheon-assas.hal.science/hal-04320337
http://creativecommons.org/licenses/by-nc-sa/4.0/
http://creativecommons.org/licenses/by-nc-sa/4.0/
http://creativecommons.org/licenses/by-nc-sa/4.0/
https://hal.archives-ouvertes.fr

CRED

i N
PANTHEON-ASSAS | Centrede recherche
UNIVERSITE en economie

PARIS et droit

CRED WORKING PAPER n° 2023-07

Accuracy and Preferences for Legal Error

November, 2023

MURAT C. MUNGAN* MARIE OBIDZINSKI' YVES OYTANAY

“Texas A&M University School of Law
TUniversité Paris-Panthéon-Assas, CRED, France and Stockholm School of Economics (SITE).

*Université de Franche-Comté, CRESE, France



Accuracy and Preferences for Legal Error

Murat C. Mungan,* Marie Obidzinski," Yves Oytana

Forthcoming in the American Law and Economics Review

Abstract

Legal procedures used to determine liability trade-off type-1 errors (e.g.,
false convictions) against type-2 errors (e.g., false acquittals). After not-
ing that people’s relative preferences for type-1 errors (compared to type-2
errors) appear to be negatively correlated with technological advancements,
we study how the accuracy of evidence collection methods may affect the
trade-off between these two errors. Counter-intuitively, we find that un-
der some conditions greater accuracy may result in a higher probability
of type-1 error (or type-2 error) mazimizing deterrence. Then, assuming
both errors are decreasing in accuracy, we characterize the type-1 error
that emerges under electoral pressures (when the median voter’s prefer-
ences are implemented): convictions occur more often than is socially op-
timal, but less often than is necessary to maximize deterrence. Moreover,
as the harm from crime increases, the median voter becomes less tolerant
of type-1 errors as the legal system’s accuracy increases. We also show
that, because the median voter is less averse towards type-1 errors than
the average citizen, an increase in accuracy may reduce welfare.

Keywords: Crime, deterrence, legal errors, accuracy, standard of proof,
election.

JEL classification: K4.

1 Introduction

How do people’s preferences over legal error change as technological advances
enable the collection of more reliable evidence and thereby enhance accuracy?
The history of many legal institutions, which have evolved from employing high
type-1 error (false findings of liability) procedures that came close to employing
a presumption of guilt, to requiring proof beyond a reasonable doubt for all
elements of a crime in the United States (In Re Winship 1970), suggests that
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enhanced accuracy may tilt people’s preferences towards lower type-1 errors.!
Moreover, a simple casual observation suggests that there is correlation in the
direction that supports this hypothesis between a country’s technological devel-
opment and its citizens’ preferences over type-1 versus type-2 errors (failures
to find liability).? This intuitive relationship between accuracy and people’s
relative preference for type-1 errors is illustrated in figure 1.> The horizontal
axis measures the ICT Development Index (IDI), which is a composite index
designed to measure countries’ information and communication technologies.
On the vertical axis, we have the fraction of people (among those who have
reported a strict preference) who believe type-1 errors are worse than type-2
errors.* These preferences are taken from the 2006 International Social Survey
Program Role of Government survey. The survey includes 35 countries.’

In this article, we present a simple law enforcement model to investigate
the relationship between increased accuracy and the composition of optimal
as well as the median voter’s most preferred legal errors. Legal systems are
imperfect, and they necessarily produce both type-1 and type-2 errors. At least
two factors that can impact these errors have been analyzed in the literature.
First, the accuracy of the legal system, which pertains to the informativeness of
legal evidence, can presumably reduce both types of errors. Second, given any
level of accuracy of the legal system, governments can impact the distribution of
type-1 and type-2 errors by changing procedural rules, including the standard of
proof applicable in various legal proceedings.® For instance, a higher standard
of proof, by making it harder to convict a defendant, will lower the probabilities
of convicting offenders (higher probability of type-2 error) as well as those who
comply with the law (lower probability of type-1 error). Thus, there exists a
trade-off between type-1 and type-2 errors.

We study the interplay between these two sources of variation in judicial
errors by questioning how legal procedures would likely respond to changes in

1See, e.g., Smith (2005), arguing that even as recently as in the early nineteenth century
“many English criminal defendants ... did not benefit from a presumption of innocence but,
rather, struggled against a statutory presumption of guilt.”

2We assume that accuracy in evidence gathering in the criminal justice system increases
in the general rate of development in communication and information technologies.

30f course, many additional factors can contribute to cross-country differences as well
changes over time in people’s preferences over legal errors (see, e.g., Givati 2019 and Johnson
and Koyama 2014). We present figure 1 only to highlight an intuitive relationship which
motivates our research question, rather than claiming that it alone demonstrates any kind of
causal relationship.

4Observing the correlation between the IDI and preferences using a scatter plot does not
eliminate the potential role of omitted variables such as the violent crime rate which dif-
fers across countries may depend upon a country’s level of information and communication
technologies.

5Note that Taiwan does not appear on the scatter diagram since we have no IDI index for
this country.

6In the economics literature, various standards of proof (including preponderance of the
evidence, and proof beyond a reasonable doubt, which are the most frequently used standards
in the civil and criminal settings, respectively) are often conceived of as threshold levels of
evidence which must be met for a finding of liability. See, e.g., the references in footnote 8,
below.



Figure 1: ICT Development Index and relative preference for type-1 errors
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Sources: IDI Index: Measuring the Information Society - Report 2017. Opinions on legal
errors are taken from the 2006 International Social Survey Program Role of Government
survey.

the accuracy of the legal system. To answer this question, we show that when
the state can adjust its legal procedures in response to changes in accuracy, it
is possible that it may do so in a way that increases one type of error while
reducing the other. Focusing on the case of a monetary sanction (i.e., the sanc-
tion is fully transferable), we start by identifying the technical properties that
legal procedures must possess for increases in accuracy to result in reductions
in both type-1 and type-2 errors. With monetary sanctions, the socially opti-
mal type-1 error also maximizes deterrence (because the policymaker will try to
minimize the external harm from crime, which is achieved by maximizing de-
terrence), and an increase in accuracy has an ambiguous effect on the trade-off
between the two types of errors.” To exemplify, assume that following an in-
crease in accuracy, increasing the probability of type-1 error by a small amount
leads to a very large increase in the probability of convicting an offender. This

"More specifically, it has an ambiguous effect on the marginal effect of an increase in the
type-1 error on the probability to convict the guilty.



small increase would then enhance deterrence and would therefore be welfare
increasing. Conversely, if after the increase in accuracy, a large reduction in
type-1 error is associated with only a very modest reduction in the probability
of convicting the guilty, it would be socially desirable to implement reductions
in type-1 errors. In this latter case, increased accuracy can cause a reduction
in both types of errors. This is because an increase in accuracy increases the
probability of correct convictions for a given type-1 error, and this effect can
off-set the reduction in the probability of convicting the guilty caused by the
small reduction in type-1 errors (see figure 4, below, for a graphical illustration
of this case).

Next, assuming this technical property holds (the deterrence maximizing
type-1 and type-2 errors are decreasing with accuracy), we question how cit-
izens’ preferences for legal procedures may respond to technological advance-
ments which increase the accuracy of legal proceedings. More specifically, we
focus on the preferences of the median voter (who we assume complies with the
law). Consistent with the observations related to figure 1, our model suggests
that the median voter’s preferred type-1 error is decreasing in accuracy under a
broad range of circumstances. However, quite importantly, although this rela-
tionship is likely to hold true for crimes which result in relatively large harms,
they need not hold for infractions where the harm is relatively small. This is
because, when the external harm is relatively large, the median voter is mainly
concerned with deterrence, and the deterrence maximizing level of type-1 error
is decreasing with accuracy. This is no longer true when the harm is relatively
small, in which case the median voter also cares about the cost of punishment.
Consequently, even if the deterrence maximizing type-1 error decreases with
accuracy, this may not be true for the median voter’s preferred type-1 error.
Thus, our model supplies a rationale for the intuitive relationship between ac-
curacy and people’s most preferred legal procedures pertaining to crimes that
cause relatively large harms, while also explaining why, even modern and well
developed nations may not place much of a value on mitigating type-1 errors
pertaining to minor infractions.

Although the primary focus of our article is the relationship between accu-
racy and legal standards, in conducting our analysis we uncover results pertain-
ing to closely related issues as well as the prior literature. In particular, we
show that the median voter’s most preferred legal procedures lie in between the
welfare maximizing and deterrence maximizing procedures. Moreover, we show
that an increase in accuracy can counter-intuitively reduce welfare when the
median voter’s preferences are implemented. These results relate to the small
but growing literature on the political economics of law enforcement, which
questions how public enforcers who face election pressures may deviate from
optimal policies.® Our results add to that first line of research by showing that

8Regarding the theoretical literature, see for instance Daughety and Reinganum 2021,
Dittmann 2004, Friehe and Mungan 2020, Langlais and Obidzinski 2007, Mungan 2017,
Obidzinski 2019, Yahagi 2021 and 2022. Regarding the empirical evidence, more generally on
over-punishment associated with political competition, see for instance Berdejé and Yucht-
man 2021, Dusek 2012, Dyke 2007, LaFree and Tseloni 2006, Levitt 1997 and Makowsky



if legal systems are shaped by electoral pressures, they are likely to result in
over-punitive institutions, as in the prior literature. Our results also contribute
to the extensive literature identifying deterrence and welfare maximizing legal
standards.” They complement this second line of research by showing that,
although welfare maximizing legal procedures may require sacrificing a large
degree of deterrence, standards that emerge in systems prone to electoral pres-
sures may not do so. Our primary focus relates these extensive two strands of
the literature to the less studied issue of accuracy (Kaplow and Shavell 1994,
Kaplow 2012, and Obidzinski 2019). In doing so, in addition to uncovering im-
plicit technical assumptions made in the prior literature, we provide a positive
explanation for the intuitive —and arguably observed— relationship between ac-
curacy and citizens’ preferred legal standards. Additionally, we show that the
presence of political pressures can cause increased accuracy to reduce rather
than enhance welfare as is assumed in prior work analyzing accuracy.

As we have noted, there are economic analyses which formalize the standard
of proof as a mechanism through which one can trade one type of legal error
against another (see the references in footnote 8). Here, we build on this liter-
ature by taking these previously identified mechanisms and studying how they
may change as a function of the accuracy of the legal system. Subsequently,
we use the resulting model to study how the optimal; deterrence maximizing;
and democratically determined type-1 errors may change as a function of the
accuracy of the legal system. To the best of our knowledge, neither of these two
tasks have been previously undertaken in the literature.

In the next section, we give an overview of our model and discuss some exam-
ples to convey the intuition behind some of our results and also to familiarize
the reader with the technical concepts that we use in our subsequent formal
analyses. Then, in section 3, we derive conviction probabilities as a function of
legal standards employed and accuracy. In section 4, we study how accuracy
affects the median voter’s most preferred legal procedures. Finally, section 5
discusses the implications of our findings and concludes.

2 Model Overview

Before presenting detailed explanations of the various components in our model,
we first provide an intuitive explanation of how it functions along with exam-
ples to demonstrate our key results. Our objective is to study the relationship
between the legal system’s accuracy (denoted a) and legal errors that would
emerge through political processes, as well as errors which minimize crime and
maximize welfare. To do so, we investigate (in section 3) how legal standards

and Stratmann 2009. In particular, McCannon 2013 provides some empirical evidence that
political pressure affects legal errors, as it may lead to more false convictions.

9This literature is quite extensive and has been expanding rapidly recently. See, e.g.,
Demougin and Fluet 2005, 2006, Fluet and Mungan 2022, Garoupa 2018, Kaplow 2011, 2012,
Kaplow and Shavell 1994, Lando 2009, Lando and Mungan 2018, Miceli 1990, Mungan 2011,
2020a, 2020b, Mungan and Samuel 2019, Mungan and Wright 2022, Obidzinski and Oytana
2019, 2020, Rizzolli and Saraceno 2013, Yilankaya 2002.



can be used to affect the relationship between the probability of incorrectly
finding an innocent person liable (defined as type-1 errors and denoted «) and
the probability of correctly convicting a guilty person (denoted 3, which implies
that the probability of type-2 errors is 1 — 3).

The relationship between o and S is very similar to those between ‘hit rates’
and ‘false alarm rates’ previously studied in the field of Receiver Operation Char-
acteristic (ROC) analysis (Egan, 1975). In fact, holding the level of accuracy
constant, 5 can be expressed as a function of «. The resulting function, 5(«a),
can then be interpreted as the maximum probability of convicting a guilty per-
son given a type-1 error probability of «, and represented through ROC curves
as in figure 2, below.

When the degree to which a legal system can distinguish between offenders
and law abiding citizens is enhanced, we say that the legal system has become
more accurate. This corresponds to the legal system being able to select a higher
B given any « (or, alternatively, selecting a lower «, given any (). Thus, the
impact of increasing a is to shift the ROC curve outwards (i.e., to the north-
west of the graph) as depicted in figure 2, which depicts an example of a family
of ROC curves that are obtained under various level of accuracy. We use the
notation («, a) to reflect the dependency of the ROC curve on accuracy. More
accurate systems lead to [ functions which circumscribe less accurate systems.
Thus, the lighter gray curves represent higher accuracy than darker gray curves.

Figure 2: Relationship between the level of accuracy, type-1 and type-2 errors

Given any level of accuracy, the government can select an error pair along
the ROC curve that it faces. The error pair that is selected naturally impacts
people’s incentives to comply with the laws. Polinsky and Shavell (2007, p.



427) summarize these incentive effects as follows: “both types of error reduce
deterrence ... Mistaken acquittal diminishes deterrence because it lowers the
expected fine if an individual violates the law. Mistaken conviction also low-
ers deterrence because it reduces the difference between the expected fine from
violating the law and not violating it.” In this framework, the two errors di-
lute incentives to the same extent, and it therefore follows that the deterrence
maximizing error pair is that which minimizes the sum of these two errors (i.e.,
minimizing o 4+ (1 — 3)), which corresponds to maximizing the discriminatory
power of the legal system (i.e., 5 —«). This naturally occurs at that point where
the ROC curve has a slope of 1, which is depicted in figure 3, below.

Figure 3: The optimal type-1 and type-2 errors
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A strand of the law and economics research has questioned how these error
pairs —and specifically the error pair which maximizes deterrence— relate to
standards of proof used in legal systems. Demougin and Fluet (2005, 2006),
in particular, have related the preponderance of the evidence standard to the
error pair which maximizes deterrence by noting that it is obtained when the
law convicts if there is evidence which is more likely to be produced by a guilty
person than an innocent person.

These observations from the existing literature allow us to investigate how
error-pairs change as the legal system becomes more accurate. While investigat-
ing optimal investments in legal accuracy, Kaplow and Shavell (1994) assume
that greater accuracy reduces both types of errors.'® We demonstrate here that

10Kaplow and Shavell (1994) is silent on whether, in their setting, legal standards are
exogenously fixed or whether they optimally respond to changes in accuracy. They simply
state that “g}(k) < 0 and ¢}'(k) > 0, for i = 0,1” where k is their measure of accuracy and



this assumption does not generally hold. Moreover, this assumption can fail
to hold regardless of whether the legal standards in place are unresponsive to
legal accuracy, or whether they are chosen to serve a specific objective (e.g.,
maximize deterrence, welfare, or the median voter’s utility).

This is best demonstrated by focusing on how the deterrence-maximizing
error pairs respond to changes in accuracy. This is because these error-pairs are
implemented through the same standard, namely preponderance of the evidence,
regardless of the legal system’s accuracy. Moreover, the deterrence-maximizing
error pair is both optimal and maximizes the median voter’s utility when sanc-
tions are monetary, as formally proven in section 4 (see proposition 1). Thus,
we illustrate, through the help of graphs depicting three illustrative cases, how
increased accuracy may impact the deterrence-maximizing error pair.

Figure 4 depicts a case where the Kaplow-Shavell assumption holds: an
increase in accuracy (moving from the darker gray to the lighter gray curve)
causes the deterrence-maximizing error-pair to move to the north-west of the
graph. This corresponds to a reduction in both types of errors, as depicted in
the graph.

Figure 4: Case 1 - Both types of errors decrease

Figures 5 and 6, on the other hand, depict cases where the Kaplow-Shavell
assumption is violated, because the two errors move in opposite directions in
response to an increase in accuracy. In figure 5, an increase in accuracy causes

¢; denote the two types of errors (Kaplow and Shavell 1994 p.4). Thus, it is unclear whether
Kaplow and Shavell (1994) implicitly assume that legal procedures that affect these two errors
are also adjusted as the degree of accuracy is increased. As we explain here, their assumption
can be violated regardless of the underlying assumption.



the deterrence-maximizing pair to shift to the north-east of the graph, this
corresponds to an increase in type-1 errors and a reduction in type-2 errors.
The errors move in the opposite directions in figure 6. We note however that
deterrence is increasing with the level of accuracy in both cases, as the difference
between the probabilities of punishing the guilty and the innocent rises.

Figure 5: Case 2 - Higher type-1 error

Through these observations we illustrate that one of the two types of errors
may increase as a result of enhanced accuracy. In doing so, we used an intuitive
and general definition of accuracy wherein more accurate systems are charac-
terized by a more informative evidence generating process. Given the intuitive
appeal of the case depicted in figure 4, where both types of errors are decreasing
in accuracy, we question what type of restrictions would need to be imposed on
how accuracy affects evidence generation for this case to be obtained.

Specifically, we show in Proposition 2 that a necessary condition for the
deterrence maximizing probability of a type-1 error to be decreasing in accuracy
is that, following an increase in the level of accuracy, an increase in that type-1
error has to be less effective in reducing the probability of type-2 error than it
was prior to the increase in accuracy. Given this property, when sanctions are
fully transferable monetary fines, it follows that the crime-minimizing type-1
error also maximizes social welfare and would also be chosen by the median
voter (see proposition 1, below) and these are all decreasing in a.!! However,
when sanctions are not purely transferable, a divergence between these three
standards emerge, and therefore it is ambiguous, a priori, how the median

H1n this case where sanctions are fully transferable (such as monetary sanctions), sanctions
generate a surplus that is distributed back to the population.



Figure 6: Case 3 - Higher type-2 error

voter’s preferred legal standard responds to changes in accuracy. To explain
our results in this case, we first briefly explain how non-transferable sanctions
cause a divergence between the three standards.

For analytical convenience, consider the case where punishment triggers pri-
vate costs to those who are convicted, but no additional (public) costs.!? In
this case, we note in proposition 1 that the three type-1 errors of interest, o’
(which mazimizes deterrence), o (which is chosen by the median voter), and
a” (which maximizes welfare), rank as: a® > a* > o™, which reflects the diver-
gence between them. We provide an intuitive explanation of this result. First,
a’ > o®. This is because the median voter cares not only about the possibility
of being the victim of a crime, but also avoiding conviction. The probability
of conviction is minimized by setting o = 0 whereas criminal harms are min-
imized by a’; thus the median voter prefers something in between these two
values, and therefore o’ > a*. Second, a* > «%. This is due to two reasons.
The median voter does not internalize criminal benefits, which enter the social
welfare function. Additionally, the median voter, who complies with the law
in equilibrium, internalizes a smaller portion of expected punishment costs, be-
cause her likelihood of being punished is smaller than the average probability of
puinshment. Both considerations cause the median voter to under-internalize
the costs associated with increases in type-1 errors, resulting in her preferring
a greater than optimal type-1 error.

12This would be the case, for instance, when the punishment is partially monetary and par-
tially non-monetary, and the monetary portion exactly covers the public cost of implementing
the non-monetary portion of the sanction.

10



Quite importantly, our explanation above highlights that the median voter’s
objective diverges from deterrence maximization, because the median voter fears
being falsely convicted, and thus chooses a lower than deterrence maximizing
type-1 error. The ‘weight’, loosely speaking, that the median voter attaches
towards avoiding false convictions is naturally smaller when the harm from
victimization is larger. Therefore, as the harm from crime increases relative to
other considerations, the median voter’s objective becomes more closely aligned
with deterrence maximization. Thus, for crimes involving relatively high harms,
the median voter’s preferred type-1 error closely tracks a®. Therefore, when o
is decreasing with accuracy (as in figure 4), so does the type-1 error chosen
by the median voter (the result formalized by proposition 3). However, when
harms from crime are small relative to other considerations, the weight that the
median voter attaches to false conviction avoidance can be large, and thus her
most preferred type-1 error and o as well as a™ can move in opposite directions
in response to increases in accuracy (results formalized by propositions 4 and
5). Thus, counterintuitively, an increase in accurracy can cause reductions in
welfare by increasing the divergence between the procedures implemented (a
function of @*) and those that are optimal (a function of o).

In the remaining sections we formalize these results an provide a more com-
plete analysis, starting with a derivation of conviction probabilities.

3 Conviction Probabilities

We first explain the relationship between 8 (the probability of correct convic-
tion) and « (the probability of false conviction) in detail. Then, we explain how
accuracy affects this relationship.

3.1 Probabilities of Conviction

The probabilities of conviction, 8 and «, refer to the overall conviction proba-
bilities associated with the legal system (as opposed to conviction probabilities
conditional on adjudication, for instance), because our objective is to identify a
relationship between the overall accuracy of the legal system and citizens’ toler-
ance levels towards false convictions. We assume that various legal procedures
in the legal system, including the standard of proof and rules pertaining to legal
searches and seizures, can be adjusted to impact both « and £.

We adapt the approach in Fluet and Demougin (2005) and (2006) to explain
how legal procedures affect probabilities of conviction. Specifically, we assume
that each person emits a signal z with density g(x) if he commits a crime and
with density g(z) if he does not commit crime, such that L(z) = % is the
likelihood ratio with which signal z is produced by individuals who commit the
crime versus individuals who refrain from crime. Both density functions have
support X C R where X is an interval and L satisfies the Monotone Likelihood

11



Ratio Property (MLRP) such that

dL(x)
dx

which implies that small signals are more inculpatory than large signals. Thus,
the legal system sets a threshold signal, Z, and convicts individuals who emit
signals x < Z. This choice implies that individuals who do not commit crime
are convicted with probability

<0 (MLRP) (1)

o(F) = G(z) (2)

where G is the cumulative distribution function (CDF) associated with §. Since
G is increasing, the inverse relationship can be noted as follows:

() = G !(a) (3)

Thus, we may express the probability of convicting people who have committed
crimes, as a function of « instead of a function of T, as follows:

Bla) = G(GH(a)) (4)

where G is the CDF associated with g. Expressing 8 as a function of « instead
of T simplifies the analysis by highlighting the trade-off between type-1 and
type-2 errors in a very compact manner.

By utilizing MLRP, we can make the following observations regarding the
mechanics of this trade-off. First, by differentiating (4), we can note how much
a marginal increase in type-1 error reduces type-2 errors, as follows:

Bala) = M = L(Z(a)) > 0 for all « (5)

3G @)
Next, we can note that increasing false convictions leads to diminishing reduc-
tions in type-2 errors since
dL(z(0) dr(a)
aa = <0 6
Baal(a) dx do (6)
due to MLRP and the fact that T is increasing in «.

Finally, it follows from the definition of 5 and « that 8(0) = 0, §(1) = 1,
and B(a) > « for all a € (0,1). Figure 2, in the preceding section, depicts the
properties of S(a) under systems with differing levels of accuracy. Thus, figure
2 also illustrates that the relationship between o and S naturally hinges on the
accuracy of the legal system, which is a consideration which we have thus far
neglected. Next, we define a general concept of accuracy.

3.2 Accuracy and Probabilities of Conviction

We conceive of accuracy as the ability of the legal system to distinguish between
offenders and non-offenders, which can be accomplished, for instance, by better

12



evidence collection methods. Thus, the impact of increased accuracy is a reduc-
tion in the likelihood of type-2 error that must be produced for any targeted
probability of type-1 error. Formally, if we let a denote accuracy, we may note
this relationship by letting 8 depend on a, as follows:

Bala,a) > 0 for all a € (0,1)

As explained in section 2, it is not possible to pin down how exactly accuracy
impacts the marginal reductions in type-2 error caused by increases in type-1
error, i.e., the sign of 5,4 (a, a) cannot be ascertained. Because this relationship
is crucial for our analysis, in the next section, we seek to identify intuitive
restrictions which are consistent with assumptions made in the prior literature
pertaining to accuracy. This requires explaining the remaining components of
our model.

4 Preferences and Type-1 Errors

In order to investigate the impact of accuracy on the trade-off between type-
1 and type-2 errors, we first explain how these errors affect the incentives of
potential offenders. Subsequently, we use these observations to derive optimal
type-1 errors, which allows us to identify relationships between accuracy and
these policies which are consistent with previous modeling assumptions. Finally,
we analyze how the median voter’s preferences are impacted by accuracy when
it possesses these properties.

4.1 Potential Offenders’ Behavior and Deterrence

Following a large body of law enforcement literature, we focus on a single crime
(see Polinsky and Shavell 2007). Potential offenders commit that crime when
their expected net-benefits from doing so exceed their expected net-benefits
from refraining from crime (Becker 1968). To deter the commission of crime,
the state imposes a punishment whose cost to offenders is normalized to 1. Thus,
the potential pay-off from committing crime to a person is b — S(«a, a), where b
denotes his criminal gains. These benefits differ from person to person, and we
assume they are distributed with positive density f with support [b,b], and F is
the cumulative distribution function associated with f. When a person refrains
from crime, he forgoes the option to gain b, and is nevertheless convicted with
probability a. Thus, a person commits crime if his benefit b is such that

b> fla,a) —a=b*"(a,a) (7)

Here, b*(a, a) refers to the deterrence threshold obtained by a given «, a pair.
We assume that b < 0 and b > 1, such that some people never commit a
crime, and others cannot be deterred.!® This implies that the crime rate can be
expressed as 1 — F(b*(a, a)).

13 An individual can obtain a negative net benefit b from committing a crime if for instance
the criminal gains obtained are lower than the resource costs of committing the crime or if
committing crime conflicts with their personal values (see, e.g., Benabou and Tirole 2011).

13



Note that due to the MLRP we have that

Ba(0,a) > 1> B,(1,a) (8)

and Baa(,a) < 0 for all a, a pairs. Thus, we can implicitly define a®(a), the
type-1 error which maximizes deterrence for any given a, as f4(a?,a) = 1. We
note that a’(a) plays a critical role in the analysis to follow and that we will
refer to it frequently.

4.2 Welfare and Utility Maximizing Type-1 Errors

Given the responses of potential offenders to different legal procedures, we next
investigate both the socially optimal type-1 error as well as the type-1 error that
maximizes the utility of different groups of people. This requires specifying the
costs of crime, which come in two varieties. First, the commission of crime
causes losses of h > b to others, which we call the external cost of crime.!*
Second, the punishment of an individual generates both a private and a public
cost, and their sum represents the social cost of punishment. The public cost
per detection equals o € [—1,7]. The private cost is normalized to 1. Thus,
the social cost of punishment is 1 4+ o. Note that when ¢ = —1, there is no
social cost of punishment: the sanction is fully transferable, which is assumed
frequently in the analysis of monetary sanctions.

Punishment costs, when they exist, are financed through lump sum taxes.
We assume that both taxes and the harm induced by crime are born equally (or
are equally likely to be shared) by each citizen. Conversely, when punishment
leads to surplus, e.g., in the case 0 = —1, they are distributed back to the public.
Thus, the ‘tax’ 7(a,a) keeps track of the tax burden or surplus associated
with law enforcement. Following Polinsky and Shavell (2007), we assume that
the tax “is such that the government breaks even”, with 7(a,a) = on(«,a),
where n(a,a) is the proportion of convictions (we assume that the size of the
population is normalized to 1)'® which equals

n(a,a) = F(b*(a,a)a + (1 - F (b"(a,a))) Blaa) (9)

The first and second terms on the right hand-side respectively represent the
proportion of falsely and correctly convicted individuals.

14The assumption h > b does not affect the median voter’s preferences regarding the type-1
error. However, if this assumption is violated (h < b), then the optimal policy may not be
well defined. Indeed, in this case, there are some efficient crimes, in the sense that the private
benefit of these crimes (b) is higher than the external harm from committing them (h). If
the expected cost of punishment is not too high, the policymaker does not wish to deter such
crimes. For instance, if ¢ = —1 and h < b, a socially optimal type-1 error should satisfy the
FOC: (o, a) — o = h. However, the solution to this FOC is generally not unique. Moreover,
we are interested in studying acts that are inefficient.

15This normalization is in addition to the normalization of the size of the sanction (which
also equals 1). These two normalizations, combined, imply that the volume of maximum
punishment is normalized to 1. This normalization causes no loss in generality, because
welfare is measured in the same units as this volume.
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Next, we express the expected net-benefit of a person who complies with the
law as

u(a,a) = —(1 = F(*(a,a)))h — (a+ 7(a,a)) (10)

The first term of the expected utility (10) represents the expected gross external
harm from crimes (we use the term gross because they exclude private benefits
from crimes). The second term represents the (private) expected cost of sanc-
tions, which equal the sum of the disutility from being punished in the event of
a type-1 error () and the lump sum tax used to finance the punishment costs
(r(a, a)).

We assume that v is single peaked in a.'® Thus, the type-1 error that maxi-
mizes the expected net-benefit from compliance, denoted a*(a), is characterized
by us(a*(a),a) = 0.

We may similarly express the expected net-benefit from violating the law as:

v(a,a,b) =b— (1 — F(b*(a,a)))h — (B(a, a) + (e, a)) (11)

Expressions (10) and (11) reflect our assumption that people have no intrin-
sic preferences over errors, since their utilities are not dependent on « or (8
directly.!” Instead, they prefer one policy over another, based on the impact
that policy will have on their well-being. We note that in our analysis, these
preferences play a role only in the determination of the median voter’s behavior,
to which we will turn to in section 4.4. Next, we express social welfare, which
consists of the sum of all individuals utilities, by making use of (10) and (11),
as follows:

b* (a,a) b
W(a,a) = /b u(a,a)f(b)db—{—/b v(a, a,b)f(b)dd (12)

*(a,a)

Substituting (10), (11) and then (9) in (12), we obtain:

b
W(a,a) = /b FB) b= h)db— (14 0)n(a, a) (13)

*(a,a)

which implies that social welfare is the difference between the net expected
benefit from crime (which is always negative since h > b) and the social cost
of punishment. Note that for purely monetary sanctions (o = —1), the lat-
ter term equals zero: from a benevolent policy maker’s perspective, sanctions
are a mere transfer. We assume that W is single-peaked in « such that its

16We impose this assumption to simplify the analysis by eliminating the possibility of multi-
ple maximizers. Whether u in fact has a unique maximizer naturally depends on the functional
forms of f and B. The examples we have constructed by using the uniform distribution for
criminal gains and the power function for 8 reveal that both v and welfare defined in (12) can
in fact be single-peaked in a.

171t is of course possible for people to have intrinsic preferences over type-1 errors. However,
assuming stable intrinsic preferences, i.e., preferences which are not responsive to institutional
changes, these factors cannot explain changes in voting behavior. Thus, we focus exclusively
on the impact of type-1 errors on people’s well-being.
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unique maximizer, denoted " (a), is characterized by the first order condition
Wa(a¥(a),a) = 0.

Next, we consider the differences between expected social welfare and the
expected utility from compliance, because this comparison will play a key role
in our analysis of divergences between policies selected by the median voter and
optimal policies. First, the expected compliance utility is negatively affected by
the expected gross external harm, while the benevolent policy maker cares about
the expected net external harm (which includes the private benefits of offenders).
Second, expected compliance utility only incorporates private sanction costs due
to type-1 errors, whereas social welfare incorporates the expected sanction faced
by all citizens (given by the proportion of convicted individuals n(«a,a)). The
consequence of these two differences is that, except for particular values of the
model parameters, we may expect the socially optimal type-1 error (a*(a)) to
be different from the type-1 error that maximizes compliance utility (a*(a)).

To further investigate these differences, we first identify a sufficient condition
for both a®(a) and a“(a) to be interior, i.e., a*(a), a*(a) € (0,1). Otherwise, it
is possible, for instance, for non-enforcement of laws (i.e., @ = 0) to be optimal
and maximize the expected compliance utility. The next lemma reveals that
these possibilities can be ruled out when the external harm from crime is not
too small.

Lemma 1 For any given level of accuracy, o*(a), o’ (a), and o (a) are interior
for sufficiently large h.

Proof. The proof follows directly from the facts that (i) w, v and w are linear
in h, and (ii) any arbitrary interior « generates more deterrence than o = 0 or
a = 1. Thus, a*(a), a’(a), and o™ (a) are interior for sufficiently large h. m

The rationale behind lemma 1 follows from the fact that as the external
harm from crime increases, its minimization becomes a more important con-
cern relative to the minimization of punishment costs. The former objective is
achieved by the type-1 error which maximizes deterrence (i.e., a’(a)), which
is interior, whereas the latter objective is achieved through the corner solution
a = 0. Thus, for sufficiently large external harms, the relative importance of
the deterrence objective pulls both a%(a) and a™(a) closer to a’(a), making
them both interior.

Since we are interested in cases where some enforcement takes place, unless
otherwise specified, we consider values of h and a such that a*(a), a”(a), and
a¥(a) are interior. With this assumption in place, we proceed by investigat-
ing when and how optimal legal procedures differ from those that maximize
compliance utility. Proposition 1, below, summarizes our findings.

Proposition 1 (i) If private punishment costs are completely transferable, the
deterrence mazimizing type-1 error is both optimal and mazximizes expected com-
pliance utility, i.e. if o = —1, then a*(a) = a*(a) = a®(a). (i) If punishment
costs are not completely transferable, then the optimal type-1 error is smaller
than that which maximizes compliance utility, which itself is smaller than the de-
terrence maximizing type-1 error, i.e., if ¢ > —1, then a*(a) < a*(a) < a’(a).
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Proof. (i) If o = —1, the FOCs characterizing a*(a) and o™ (a) can be ex-
pressed as

by (e (a), a) [f (b"(a"(a), a)) (b — b"(*(a),a)) + (1 — F (b"(a"(a),a)))] = 0
(14)
and
[ (" (a), a))by (e (a),a)(h — b*(a”(a),a)) = 0, (15)
respectively. Both conditions are satisfied only if b}, = 0, which implies that
a'(a) = a¥(a) = ab(a).
(i) First, we show (through contradiction) that a%(a, o) < a’(a) where we
express a(a) = a*(a,o) to note the dependency of a* to the public cost of
punishment. The FOC characterizing a*(a, o) is

Ug(,a,0) = =1+ f(b"(a,a))bih — ong(a,a) (16)

Thus,
Ugo (@ (a,0),a,0)

o
al(a,0) = —
o(2,0) Uaa (0¥ (a, o), a,0)

<0iff ng >0 (17)

since uqq(a*(a,0),a,0) < 0.

Next, suppose that there exists o/ > —1 such that a“(a,o’) > a’(a). This
implies that b’ (a%(a,0’),a) = Ba(a“(a,0'),a) —1 < 0 = Ba(a’(a),a) — 1 =
b%(ab(a),a) since B is concave in o due to the MLRP. Thus, from

Na(a,a) = Bala,a) — F (b (o, a)) bl (a,a) — f (0" (e, a)) bl (o, @)™ (e, @), (18)

it follows that ny(a*(a,0’),a) > 0 which implies via (17), that a¥(a,0’) < 0.
This, in turn implies that a*(a, o) > a*(a,0’) > a(a) for all o € [~1,0"), which
is a contradiction with the fact that a“(a, —1) = a’(a). Thus, a%(a,0’) < a’(a)
for all ¢ > —1.

Second, we compare a*(a) to a*(a) (where we drop ¢ as an argument, since
it no longer plays a role in the proof). We have

Wa(a,a) = ua(e,a) = (1 = F(b*(a, )b, (o, a) (19)

Note that for all @ < a®(a), we have that b’ (a,a) = Ba(a,a) —1 > 0 =
Balab(a),a) — 1 = by(a’(a),a) since B is concave in o due to the MLRP. Thus,
Wa(a,a) < ua(a,a) Va € [0,a%(a)) (20)

This implies that W, (a%(a),a) < us(a®(a),a) = 0 since a*(a) < a(a) as
shown in the first step. This, in turn, implies that a*(a) < o*(a) since W is
single peaked. m

First, we explain the intuition behind the result that a®(a) = a’(a) when
o = —1. In this case, the sanction is a pure transfer, and therefore there is no
direct social cost associated with punishment. Thus, since the external harm is
higher than the maximal benefit from crime (i.e., h > b), the objective of the
benevolent policy maker is to maximize deterrence. As a result, the socially
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optimal type-1 error (a*(a)) equals the type-1 error that maximizes deterrence
(a*(a))-

Second, we explain the rationale behind the result that a*(a) = a’(a) when
o = —1. Type-1 errors affect the crime rate as well as the per-capita surplus
received net of expected punishment costs by people who comply with the law.
A reduction in the crime rate always increases the expected compliance utility,
since (i) this reduces the criminal harms expected to be inflicted on people and
(ii) it also increases the surplus redistributed to the public. Indeed, regarding
(ii), the per-capita surplus net of the expected private punishment costs asso-
ciated with compliance is the difference between n(a) and «, which is equal to
the crime rate times the difference S(«, a) — a. This product, and thus the net
surplus, is maximized by a’(a). As a result, a’(a) minimizes the external harm
from crimes while maximizing the net surplus: a’(a) maximizes the returns
from compliance.

Third, we explain why a*(a) < a*(a) when o > —1. To do so, we consider
the impact of lowering « slightly below a’(a). This leads to (i) a change in the
criminal harms inflicted as well as (ii) a change in the expected disutility from
punishment. To explain the impact of (i), recall that part of the benevolent pol-
icy maker’s objective is to minimize the expected net external harm while, in
comparison, expected compliance utility is only affected by the expected gross
external harm. Following a small decrease in the type-1 error below a®(a), deter-
rence is decreased, which increases the total gross external harm by more than
the net external harm. Thus, compliance utility incorporates a greater impact
related to changes in criminal behavior than social welfare. The effect of (ii)
occurs through differences in the impact on the expected disutility from punish-
ment. Compliance utility only incorporates the costs of mistaken punishments
(of magnitude «) whereas social welfare incorporates all punishment costs. Fol-
lowing a small decrease in the type-1 error below a’(a), both disutilities are
decreased (since convictions occur less frequently). However, the reduction in
the conviction probability is greater for an offender than for a person who com-
plies with the law. As a consequence, the positive impact of the small decrease
in « is larger on the average person’s expected utility (and thus on society)
than on the expected compliance utility. Combining these two effects, we find
that reducing o below a’(a) generates a larger net increase in W (a,a) than
in u(e, a), which causes the socially optimal type-1 error to be lower than the
type-1 error which maximizes compliance utility.

Finally, we explain why a*(a) < a’(a) and a%(a) < a’(a) when o > —1.
The expected cost of punishment is positive, since the total disutility from
punishment is greater than any surplus from enforcement that may be obtained.
Lowering « slightly below a’(a) decreases the expected costs of punishment
through a reduction in the probability of punishment at the cost of a negligible
decrease in deterrence, and is therefore both socially beneficial and increases
compliance utility. Thus, both the socially optimal type-1 error (a*(a)) and
the type-1 error that maximizes compliance utility (a*(a)) are lower than the
type-1 error which maximizes deterrence (a®(a)).
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4.3 Impact of Accuracy on Optimal Errors

Here, we study the impact of accuracy on optimal type-1 errors and note two
important insights that are revealed from the analysis. First, we point out
that absent restrictive assumptions one cannot generally ascertain the direction
towards which optimal type-1 and type-2 errors move in response to increases
in accuracy. This is important, because the narrow literature on accuracy,
most notably Kaplow and Shavell (1994), make the assumption that increased
accuracy reduces both type-1 and type-2 errors. However, as we demonstrate
below (and as illustrated in section 2), for optimal type-1 and type-2 errors to be
monotonically decreasing in accuracy, the trade-off between type-1 and type-2
errors must be affected in a particular direction through an increase in accuracy
around the optimal error pair. Specifically, the reduction in one type of error
that can be achieved through the increase in the other type of error must be
decreasing in accuracy, i.e., Baq(a®(a),a) < 0.

To demonstrate these insights, we first note that the manner in which ac-
curacy affects the first order condition characterizing the optimal type-1 error,
and therefore the sign of W, (a™(a),a), cannot be ascertained. We illustrate
this fact by focusing on the simplest and most frequently analyzed case in the
literature where the sanction is completely transferable, i.e., 0 = —1. In this
case, the first order condition simplifies to

Wa(a,a) = f(b*(a, )b (a, a) (h — b*(a, a)) (21)
Thus, the socially optimal type-1 error is characterized by
Ba(a®(a),a) —1=0 (22)

This leads to two important observations. First, this condition is the same as the
one used to characterize a®(a). Indeed, as shown in proposition 1, a*(a) = a®(a)
if o = —1. Second, as explained in Demougin and Fluet (2005) and Mungan
(2020a), a’(a) can be interpreted as the preponderance of the evidence standard
of proof. Using the implicit function theorem reveals that

_ Baa (a*(a), a)

%(0) = ~Fon(@ (@), >
From MLRP, the denominator of (23) is negative and thus
a’(a) <0 & Baala®(a),a) <0 (24)
A similar result follows for type-2 errors, i.e., 1 — 8(a’(a), a):
d(1- Béjb(a)’a)) <0 & BB‘:“(S;ZSL));;;) > Baala’(a),a) (25)
Thus, the effect of increasing accuracy on the type-1 and type-2 errors that max-
imizes deterrence (and expected welfare when o = —1) crucially depends on how
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accuracy affects the evidence generating and interpretation process. Therefore,
as illustrated in section 2, caution is required when arguing that errors decrease
with accuracy, since this need not always be true.!® Note however that both
types of errors cannot simultaneously increase following an increase in accuracy.
Indeed, a simple implication of the envelope theorem, applied to the first order
condition (22), is that deterrence is increasing with the level of accuracy. This
means that the increase in one type of error is more than compensated by the
decrease in the other type of error, resulting globally in a lower sum of the
probabilities of error, and thus greater deterrence (i.e., a lower crime rate).

Our discussion reveals that, in general, one cannot unambiguously ascertain
the direction towards which optimal type-1 and type-2 errors move in response
to increases in accuracy.'® Thus, we note a technical necessary condition for
the intuitive relationship assumed in the literature to hold, as follows.

Proposition 2 Suppose the optimal type-1 error is monotonically decreasing in
accuracy (i.e., & (a) < 0) for all o € [-1,5], then Baa(a’(a),a) < 0.
Proof. Asnoted above, if o = —1 then a*(a) = a’(a). Thus, (24) is a necessary
condition for a™(a) to be monotonically decreasing in a. =

Proposition 2 reveals that for optimal type-1 errors to be decreasing in ac-
curacy, the trade-off between type-1 and type-2 errors must display a type of
diminishing returns from accuracy around the deterrence maximizing standard,
i.e., Baa(a®(a),a) < 0. This property appears to be a natural and useful bench-
mark case as it holds for many different functional forms of 8.2 Moreover,
we note that the property is necessary but not sufficient. That it is necessary
becomes apparent when one considers the case where ¢ = —1. In this case,
as noted in Proposition 1, the objectives of maximizing deterrence and welfare
coincide. Therefore, from (24), the optimal type-1 error moves in the same di-

18 As previously noted, Kaplow and Shavell (1994) assume that increased accuracy always
reduces both type-1 and type-2 errors. As we explain in section 2.2., our definition of accuracy
is more general and only suggests that more accuracy allows one to better separate an innocent
person from a guilty person given any desired type-1 error (i.e., that 8(«, a) — a is increasing
with a for all o € (0,1)).

9A functional form that produces this result is B(a, a) = vB1(, a) + (1 — v)B2(a) where

Bi(a,a) = 2a2i 1 (1 T +1a)“)

1
Bo(a) =1—(1—a)1—¢

We adapt 81(c, a) from Lundberg and Mungan (2020) where the functional form was used to
illustrate possibilities in a different context. More specifically, examples consistent with cases
1-3 depicted in figures 4-6 are obtained by letting a1 = 1 < az = 2 and v = 1 (for case 1),
v =0.25 and € = 0.9 (for case 2), and v = 0.25 and € = 0.1 (for case 3).

201t holds, for instance, when the signals () are generated through a pair of normal dis-
tributions with fixed variances and the accuracy parameter measures the distance between
the means of the signal when produced through g(z) versus g(z). It also holds when 8 is
a power function of o and becomes more informative as accuracy is increased, such that

1
B(a,a) = al+e with a > 0.

and:
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rection as .4 (a’(a),a), and thus the condition in proposition 2 is necessary for
the optimal type-1 error to be decreasing in accuracy.

The reasons why the condition is not also sufficient to guarantee that type-1
errors are decreasing in accuracy are more complicated, and relate to the mis-
alignment between the objectives of maximizing deterrence versus welfare when
o > —1. In this case, deterrence is maximized by a®(a) whereas imprisonment
costs are naturally minimized by e = 0 —which eliminates false convictions com-
pletely. This causes the optimal solution, i.e., a*(a), to be ‘pulled’ closer to 0
(see proposition 1). Because greater accuracy leads to a more informative adju-
dication system (i.e., a’’ > o’ implies that S(a,a”) > B(«,a’) for all « € (0,1)),
it follows that at small levels of a, the marginal impact of false convictions
on correct convictions has to be positive (i.e., Saq(a,a) > 0 for « close to 0).
Thus, when imprisonment costs bring the optimal type-1 error to very small
levels, the marginal impact of type-1 errors on correct findings of liability is
positive around the optimal policy. This can cause the optimal type-1 error to
be increasing, rather than decreasing in accuracy. We provide an example of
this case in the Appendix.

Unless otherwise specified, we will assume in the remaining of our analy-
sis that the deterrence maximizing type-1 error is monotonically decreasing in
accuracy, and thus that B.q(a’(a),a) < 0. Moreover, we also make the follow-
ing technical assumption on the same cross-derivative to ease the derivation of
results.

Assumption 1. ,4(a’(a),a) is bounded, i.e., there exists ¢ > 0 such that
|Baa(a®(a),a)| < c for all a.

4.4 Impact of Accuracy on the Median Voter’s Most Pre-
ferred Type-1 Error

Next, we investigate how the median voter’s most preferred error is related
to accuracy when there are diminishing returns from accuracy. We start by
noting that, in general, one cannot rule out the possibility that more than half
of the population commits the crime in equilibrium under the policy chosen
through an electoral process. However, when the person with median gains
from offending (i.e., ¥™ = F~1(0.5)) has an ideal type-1 error which when
implemented causes him to refrain from crime, it follows that less than half the
population will commit crime in equilibrium. We focus on this case because it
is more consistent with both intuition and empirics, and we formalize when this
result will be attained. For this purpose, let m(a, a) = max{u(«,a),v(a, a,b™)}
and let a™(a) = argmax m(«, a). It follows that if
o

u(a™(a),a) > v(a™(a),a,b™) (26)
then the median voter will prefer a type-1 error which induces less than half

the population to commit crime, in which case o™ (a) = a*(a). Moreover, (26)
holds whenever the median gain from criminal activity is sufficiently small (or
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negative) since this causes the utility from criminal gains to be small. 2! In what
follows, we assume that b™ is low enough such that (26) holds and therefore
a(a) represents the median voter’s ideal type-1 error. This assumption is both
intuitive and conforms with more realistic cases where only a small proportion
of individuals have large benefits from committing crime. We also note that
previous analyses (Lanlais and Obidzinski 2017, Mungan 2017, and Obidzinski
2019) which study the median voter’s preferences in different law enforcement
contexts identify other reasonable conditions under which the majority refrains
from committing crime in equilibrium.

With this assumption in place, our previous findings in proposition 1 imply
that an electoral process?? which implements the median voter’s most preferred
policy will tend to generate greater than optimal type-1 errors. Next, we summa-
rize how the median voter’s most preferred type-1 error is affected by increased
accuracy.

Proposition 3 There exists a threshold level of harm, h, such that h > h
implies that o (a) < 0.

Proof. We can rewrite the first order condition for a“(a) as
1
k(a,a) — El(oz, a)=0 (27)

where k(a,a) = f(b* (o, a))b’(a,a) and l(a,a) = 1 + ong(a,a). It follows that
| =

limp, 4 oo [k, @) — (e, a)] = (e, a), and thus lim,—, oo @*(a) = a’(a), since
k(a,a) =0 < b%(a,a) = 0. Therefore,
lim b (a"(a),a) = b%(a’(a),a) =0 (28)
h—+o00
We note that
u ka(a"(a),a) — jla(a"(a), a)
Qq (a) = d[k(a,a)—%l(a,a)] (29)
da
with %jl(a’a)] < 0, since a*(a) is a proper maximum. Thus,

sign [hhm [ (a)7a)—}1bla(a“(a),a)” (30)
|

s [, 1im_a(a)

h—+oo

= sign
& h—+oo

Hm g ),a)] (31)

= sign [Baa(a (a)7a)f<b*<ab(a)7a))] <0 (32)

21For a formal proof of this claim, note that u(a™(a),a) > u(a’(a),a) > v(a®(a),a,b™)
if ™ < B(a(a)) — a(a) where a¥(a) = argmax v(a,a,b™), since u(av(a),a) —

v(a?(a),a,b™) = B(a’(a),a) — a¥(a). But, B(a’(a),a) — a¥(a) has a positive lower bound
since a¥(a) ¢ {0,1}, which follows from lemma 1 and the fact that a¥(a) < a*(a). Thus,
there exists € > 0, such that ™ < e implies that (26) holds.

22Previous articles have analyzed the choice of monetary and non-monetary sanctions, de-
tection, and accuracy through Downsian electoral competition (Langlais and Obidzinski 2017,
Obidzinski 2019) or through the median voter theorem (Mungan 2017).

22



where the second equality follows from (28) and the facts that l,(a’(a),a) is
bounded (per assumption 1) and is independent of h. The inequality in (32)
holds since we have assumed that Ba,(a’(a),a) < 0. Thus, if A is large enough,
al(a) <0. m

Proposition 3 states that an increase in accuracy reduces the median voter’s
preferred type-1 error, as long as the harm induced by the crime is high enough.
When the external harm from crime (h) increases, the citizen’s concern for the
expected external harm becomes more important relative to her concern for the
expected cost of sanctions. As a result, the citizen’s objective tends toward
the maximization of deterrence. Recall from equation (23) that the deterrence
maximizing type-1 error is lowered with greater accuracy, as long as assumption
1 (diminishing returns from increased accuracy) is satisfied. Thus, for large
enough harms, the median voter’s most preferred type-1 error is also decreased,
since it mimics the properties of the deterrence maximizing type-1 error.

The dynamics we outline above, of course, need not hold for small harm
crimes. This is because when harms are small and the enforcement mechanism
is inaccurate, the median voter need not be as concerned about deterrence as she
is with other objectives (i.e., tax consequences and limiting her expected false
conviction costs). This may cause her to prefer very low type-1 errors. However,
for type-1 errors which are much below the deterrence maximizing type-1 error,
increased accuracy enhances the effectiveness of type-1 errors in eliminating
type-2 errors, i.e., Baq(e, a) > 0 for sufficiently small cv. Thus, when harms are
small, the median voter’s most preferred type-1 error can increase with more
accuracy. We formalize this result by constructing a simple example.

Example 1 For b € [0,b], let f(b) = 0.5/b, such that F(b) = 0.5(1 +
Moreover, let h =12, 0 =0, b= 1.1 and B(a,a) = QT

).

(SIS

It is easy to verify that the specified 8 function satisfies all of the properties
we have discussed in previous sections. Specifically, (0,a) = 0, S(1,a) = 1,
Bla,a) > 0> Baa(a,a) for all a € (0,1], and Baa(a(a),a) < 0 for a > 0.

In Figure 7, we plot the median voter’s most preferred type-1 error a“(a)
obtained in our example as a function of accuracy. Since we take h as given
when we vary accuracy, it follows that for small enough a, the harms from crime
are insufficient to warrant enforcement from the median voter’s perspective,
thus a*(a) = 0 for small a. However, when a is not small, the median voter
prefers some enforcement, and her most preferred type-1 error is increasing in
accuracy. Some numerical values that emerge from our example are marked with
dashed lines to illustrate this fact. Specifically, ag = a*(a = 0.5) = 0.01303 <
a1 = a*(a = 1.5) = 0.03828. This example is used to formalize the result of
proposition 4.

Proposition 4 For small h, an increase in accuracy may lead to an increase in
the median voter’s most preferred type-1 error (i.e., it is possible that o (a) >

0).
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Figure 7: The median voter’s most preferred type-1 error o*(a)
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Next, we highlight an additional and counter-intuitive result that is revealed
through Example 1 (and illustrated via figures 8 and 9).

Proposition 5 An increase in accuracy may cause a reduction in welfare de-
spite enhancing deterrence when the median voter’s most preferred policy is
implemented.

Figures 8 and 9 graphically illustrate how an increase in accuracy may cause
a reduction in social welfare despite enhancing deterrence. The figures plot the
deterrence threshold (figure 8) and the expected welfare (figure 9) obtained when
the median voter’s most preferred policy is implemented. They illustrate that,
when accuracy increases, the higher type-1 error implemented by following the
median voter’s preferences have a positive effect on deterrence, but a negative
effect on expected welfare. The intuition behind the positive effect on deterrence
is that, first, as shown in proposition 1, a“(a) < ab(a) if ¢ > —1. Thus,
an increase in the type-1 error above a"(a) increases deterrence as long as
a < a’(a). Second, ceteris paribus, an increase in the level of accuracy always
has a positive impact on deterrence. The intuition behind the negative effect on
expected welfare is that, as shown in proposition 1, a*(a) > a%(a) if o > —1.
A rise in accuracy, by increasing the median voter’s most preferred type-1 error,
may exacerbate the discrepancy between the socially optimal type-1 error and
the one preferred by the median voter. As a consequence, an increase in accuracy
may counterintuitively lead to a loss of welfare.
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Figure 8: The deterrence threshold b*(a*(a), a)
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5 Conclusion

The evolution of many criminal law processes towards reducing type-1 errors is
an interesting phenomenon. Here we have questioned whether this type of evo-
lution is consistent with changes in the popular demand for legal institutions as
a function of increased accuracy in the determination of guilt. Our findings sug-
gest that for violations which generate relatively large social harms, the median
voter’s preferred type-1 error is decreasing with accuracy, which is consistent
with historical trends. On the other hand, the same conclusion need not hold
for infractions that cause relatively small harms. Our analysis also revealed that
legal procedures that emerge under electoral pressures generate above optimal
type-1 errors, i.e. falsely convict or impose liability more frequently than is
optimal. Moreover, contrary to intuition, increases in accuracy can be welfare
reducing. Another possible explanation behind the above-mentioned evolution
of legal procedures is that socio-economic development (which may be expected
to be positively correlated with accuracy) may be associated with a decline in
violent crime or even a decrease in the prevalence of crime in general. Conse-
quently, it can weaken the concern of the median voter (and of society) for crime
deterrence, thus lowering the preferred type-1 error. Nonetheless, our analysis
provides a new perspective through which one can study and interpret the evolu-
tion of legal institutions, and draws attention to specific ways in which electoral
pressures can contribute to the emergence of inefficient legal procedures.
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Figure 9: Expected welfare W(a"(a), a)
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Appendix

Here, we provide an example illustrating that the condition we specify in propo-
sition 2, i.e., Baa(a’(a),a) < 0, is insufficient to guarantee that the opti-
mal type-1 error is decreasing in a. We consider the case where f(b) = %;
F(b) = 0.5(1—}—%); and f(a,a) = aTre . It then follows that ab(a) = (1+a)~ ",
and it can easily be verified that Ba.(a’(a),a) < 0 for a > 0. Next, letting
b=1.1,h =12 and 0 = —0.95, we plot the expected welfare (figure 10) as
well as faq (e, a) (figure 11) for a € {0.2,0.3} where the thicker curves represent
greater accuracy.

Figures 10 and 11 together illustrate two important facts. First, figure 10
illustrates that the optimal type-1 error increases in response to an increase
in accuracy, from oy = a™(0.2) to o = a*(0.3). Second, figure 11, which
depicts Baa(, a) as a function of «, reveals that for small type-1 errors, the
marginal impact of type-1 errors on 3(«, a) is increasing. Quite importantly, we
see that the type-1 errors which maximize welfare are small enough such that

Baa(a®(a),a) > 0 for a € {0.2,0.3}.
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